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CHAPTER 13
MASKTING
Lioyd A. Jeffress
Department of Psychology and
Defense Research Laboratory

The University of Texas

I. INTRODUCTION

A. Historical

Masking is the obscuring of one sound by another. As Licklider
(1951) pointed out, it is the opposite of analysis; when we fail to hear
the signal in the noise, it 1s because the analysis has been inadequate,
or because we were not listening. Analysis implies some sort of filter
system and most of our theories of hearing have been filter theories from
the time of Helmholtz. We should, therefore, expect that a study of the
phenomena of masking would bring us closer to an understanding of the
basic problem of how we hear.

Much of the early work was conducted by the Bell Telephone Labora-
tories because of the close relation of masking to the problems of telephonic

communication, and is summarized in Fletcher's book, Speech and Hearing

(1929). Much earlier (1876), Mayer had found that a tone could be rendered
inaudible by another tone of lower frequency, but not readily by one of
higher frequency. ‘Figure 1, which summarizes & series of experiments done
at the Bell Telephone Laboratories by Wegel and Lane (1924), support Mayer's
observation that frequencies below that of the signal are more effective

in masking it than frequencies above. The figure also shows that frequencies

1
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Fig. 1. The various sensations produced by a two-component tone. The
primary component is a sinusoid of 1200 cps, 80 dB above threshold. The
secondary component is a sinusoid of the frequency and sensation level
indicated by the coordinates. When the secondary component falls below
the so0lid curve it is masked. When the secondary component is above its
masked threshold, however, the auditory sensation may be quite complex,
as indicated by the descriptions in the several regions of the graph.
(From S. S. Stevens, (Ed.), Handbook of Experimental Psychology, New York:
John Wiley and Sons, 1951, after Fletcher, 1929, from Wegel and Lane, 192L,
by permission.)




near the signal, whether above it or below, are more effective than
frequencies farther removed, especially if they are higher.

The curves of Wegel and Lane are characterized by notches occur-
ing at frequencies near that of the signal. These are the results of
beats between the masker and the signal--fluctuations of level which ren-
der the signal more conspicucus and easier to detect. When steps are taken
to avoid these beats by employing a narrow band of noise rather than a tone
as the masker, or by using a signal duration too short to permit a full
cycle of beating to occur, the notches are eliminated and the curves show
a peak rather than a notch at the signal frequency. TFigure 2, taken from
Egen and Hake (1950) shows the masking effect of a narrow band of noise,
and exhibits a peak rather than a notch at the signal frequency.

B. ‘White Noise

Probably the most commonly used masking stimulus is white noise,
noise which has a uniform power spectrum from one extreme of its frequency
range to the other. The power is usually measured for a bandwidth of one
cycle per second, and when expressed in decibels relative to 0.0002 micro-

bars, is called the spectral level of the noise. A white noise therefore

has the same spectral level at all frequencies within its frequency range.
If we were to make a series of measurements of the instantaneous voltage
associated with a band of white noise, whether wide or narrow, we would
find that the mean of these voltage measurements was zero, and that_the
distribution around it was a normal distribution. Because of this normal
or Gaussian distribution, the noise is often referred to as Gaussian, and
because it often arises from thermal agitation as in a resistor, it is also

referred to as thermal noise.
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Fig. 2. Masking audiograms of a narrow band of noise (90 cps wide,
centered at 410 eps) presented at various over-all sound-pressure
levels (decibels re 0.0002 dyne/cm?). The pressure spectrum level of
the noise may be obtained by subtracting 19.5 dB from the corresponding
number under the curve. The peak of each masking curve is extended
by 4.2 d@B in order to represent better the amount of excitation near
the frequency of the masking stimulus. (From Egan and Hake, 1950, by
permission.)
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C. Criticasl Bands

Fletcher (1940) proposed the critical band concept to account

for many of the phenomena of masking. He suggested that the basilar
membrane provides a filtering action with different frequencies producing
their maximal effects at different locations along the membrane, and that
each filter band is responsive to a limited range of frequency. The range
of frequency to which a particular filter responds is its critical band.
Masking occurs, according to Fletcher, when the noise pre-empts a filter
(or its output channels) that would otherwise respond to the frequency of
the signal, and only those frequencies of the noise which fall within the
bandwidth of filter will be effective in masking the particular signal.
The signal will be just detectible, according to Fletcher, when its energy
equals the energy of that part of the noise which is affecting the filter.
Fletcher says, "When the ear is stimulated by a sound, particular nerve
fibers terminating in the basilar membrane are caused to discharge their
unit loads. Such nerve fibers then can no longer be used to carry any
other message to the brain by being stimulated by any other source of sound.
Masking experiments appropriately chosen, then, should enable us to deter-
mine what portions of the membrane are being stimulated by an external
sound." (1929, p. 167).

D. Noise-Level and Masking

Hawkins and Stevens (1950) studied the masking of tones of differ-
ent frequencies by a wide band of white noise. Their results are presented
in Fig. 3. The abscissa is noise level, and the ordinate is the amount of
masking, expressed as the increase in signal level required for detection

over that required in the absence of external noise. Had Hawkins and Stevens
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Fig. 3. The relation between the masking produced by a white noise
and the effective level of the noise. The effective level is the amount
of noise power in a narrow frequency band, the "critical band" (see text),
centered about the frequency of the masked sinusoid. It is expressed in
decibels relative to the absolute threshold (in power units) at that
frequency. When the intensity is given in terms of effective level, the
function shown in the graph is essentially independent of the frequency
of the masked sinusoid. (From S. S. Stevens, (Ed.), Handbook of Experi-
mental Psychology, New York: John Wiley and Sons, 1951, after Hawkins
and Stevens, 1950, by permission.)
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employed the spectral level of the masking noise as their abscissa, they

would have obtained six parallel lines instead of their single line. There
would be a line for each frequency used. Instead, they employed as abscissa
the "effective level" of the noise--the overall level within a specified band
around the signal frequency. The effective level is numerically equal to the
spectral level plus 10 log W, where W is the bandwidth in cycles per second.
For each frequency, they chose W so as to make the line for that frequency

pass through a point where the masking in dB equalled the effective level in
dB. The fact that the line was straight over most of its course and also
passed through other points where the amount of masking and the effective level
are equal indicates a linear relation between masking and noise level. Watson
(1963) obtained a similar function for masking in cats, Fig. 4, by the choice
of an appropriate value of W. The value of the bandwidth, W, chosen in this
way has been referred to by some experimenters as the width of the "eritical
band," others prefer to call it the "ecritical ratio'" and reserve the term
"eritical band" to denote the bandwidth arrived at by band narrowing experiments.
(See Chapter 22 for a discﬁssion of this topic).

II. VARIETIES OF MASKING

A. Masking, Difference Limens, and Absolute Thresholds

G. A. Miller (1947), in an article about the difference limen for
noise intensity, pointed out that the difference limen and the masked threshold
are essentially the same thing. When we discover the size of the increment
needed to produce a just noticeable difference in loudness, we may express
this as Ap where the original stimulus was p, or we may speak of the masked
threshold and express it in decibels. If, for example, p = 0.002 microbars,

and for this intensity Ap/p = 0.15, wve can equally well say that the SPL of
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the noise is 20 dB and the masked threshold is 21.2 dB, or that there is 1.2
dB of masking.

Diercks and Jeffress (1962) went a step further and argued that the
absolute threshold is itself really a masked threshold. By comparing thres-
holds for an antiphasic tone with thresholds for diotic stimulation, they
obtained results from which they concluded that there was noise present in
the cochlea and that the noise at one ear was partially correlated with the
noise at the other. They pointed out that the amount of masking was commen-
surate with the amount of noise measured physically in the external meatus
by Shaw and Piercy (1962).

B. Remote Masking

In addition to the masking by noise frequencies lying within the same
critical band as the signal, there can be masking by frequencies which appear
to lie well outside of the band, even above it. This phenomenon was dis-
covered by Bilger and Hirsh (1956) and was called by them, "remote masking."
It occurs only at high noise levels, 60 to 80 dB spectral level, and exhibits
itself as an elevation of threshold for fregquencies below those oi the band
of noise. Thus a band of noise having frequencies from 2450 to 3120 cps at a
spectral level of about TO dB will elevate the threshold for tones from 100
to 1000 cps by about 20 dB. Deatherage, Davis, and Eldredge (1957) were
able to demonstrate a similar phenomenon in the guinea pig. The action poten-
tials and cochlear microphonics recorded from the third turn of the cochlea
in response to 500 cps tone bursts were masked when an intense high frequency
noise was introduced. At the same time a random, low-freguency, cochlear
microphonic potential appeared. The authors explain their finding as being

the result of non-linear distortion that generates out of the high-frequency
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noise a low-frequency disturbance, fluctuating in frequency and amplitude.
A study by Hirsh and Burgeat (1958) appears to confirm this hypothesis.
They found that the binaural masking level differences assoclated with
reversing the phase of a low-fregquency tone, masked remotely by a high-
frequency noise, were similar to those obtained with low-frequency noise;
suggesting that the masking was the result of low frequencies actually
existing in the cochlea. Cox (1958) showed that low frequencies can indeed
be generated from a high-fregquency band of noise by limiting (clipping).

C. Backward and Forward Masking

Backward masking 1s the masking of a signal by a noise which
occurs later; forward masking is the reverse, the noise being terminated
before the signal is begun. Both phenomena have other names; backward
masking has been called precedent masking, and forward masking has been
called residual masking, poststimulatory threshold shift, and adaptation.
LUscher and Zwislocki (1949) review earlier experiments and present data
on the spread of adaptation (forward masking ) as a fucntion of level, time,
and frequency. Masking as a function of frequency is similar to the func-
tion for simultaneocus masking; =a tone is masked by an earlier tone when the
frequencies are close together or when the earlier tone is lower in frequency.
There is little forward masking when the masker has a higher frequency than
the signal. The masking effect of an earlier sound falls off rapidly with
the size of the interval between, and the slope of this drop is a function
of the level of the masking sound. For an 80-dB, 400 msec, 3000-cps masker,
the masking is about LO 4B, when thelsignal follows in 20 msec. This drops
to zero when the interval is increased to 200 msec. The drop, when expressed

in decibels of masking, is approximately linear with time.
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Pickett (1959) and Elliott (1962a) summarize earlier work on back-
ward masking, much of it done in the Soviet Union, and both present the
results of several experiments in which the masker was a burst of white
noise and the signal, a 1000-cps tone of short duration. The dependence
of masking on the level of the masker appears to be linear, but the linear
relation between interval and masking, found by Lilscher and by Zwislocki
for forward masking, apparently does not hold for backward masking. The
masking decreases much more rapidly as the interval between signal and
masker is increased. Elliott, in one case for example, found about 60 dB
of masking when the noise began 1 msec after the termination of the signal,
and this dropped to about 20 dB when the interval was increased to 10 msec.
Virtually no masking was found for intervals ionger than about 25 msec.

Both forward and backward masking are the result of time-dependent
properties of the neural mechanism of hearing. Forward masking suggests
that cells which have recently been stimulated are not as sensitive as rested
cells, a not very surprising fact. Backward masking,vhowever is the inter-
ference of the later noise with some process initiated by the signal but
not completed by the time of the onset of the noise. The times appear to
be too long to be explained in terms of energy integration at the cochlea,
and suggest instead some kind of interaction at higher centers, where the
lafer activity produced by the more intense stimulus can overtake and obscure
the effects of the earlier stimulus. The effect is large; a short tone
terminating 1 msec before the onset of the noise may experience 60 dB of
masking, where the same tonal pulse, starting 1 msec after the termination
of the noise, experiences only about 30 dB.

D. Masking of Speech

While speech is probably our most important signal, it is an awk-

ward one to use, and has not been much employed in masking experiments.



Where it has been used, the purpose has often been to study the nature of
speech itself, or the nature of the masker--room reverberation, street
noise, etc. Licklider (1948) used speech in a study of binaural phenomena,
and Pollack and Pickett (1958) in their study of the masking of speech by
speech were primarily concerned with binaural effects. Swets (1964) de-
votes four chapters to the masking of speech, but there the major concern
was with speech as signal in TSD. Some aspects of the masking of speech
are discussed in Chapter 3, on applications of TSD, and some in Chapter 25,
on the perception of speech.

IIT. MASKING AND THE THEORY OF SIGNAL DETECTABILITY

A. Noise and Noise-Plus-Signal Distributions

The Theory of Signal Detectability (TSD) is a very general theory
covering the detection of a great variety of signals. It is discussed in
this general sense in Chapter 5. We are concerned with it here in a much
more restricted sense as it applies to the detection of a (usually) tonal
signal in a background of (usually) Gaussian noise. The two probability
density curves (for noise and for noise plus signal) of TSD are usually
exhibited along an unspecified abscissa, representing whatever it is about
the stimulus that the subject is responding to. In the present section an
attempt will be made to specify the abscissa, to determine just what aspect
of the stimuli it is that causes the subject to vote more frequenctly for the
interval containing the signal.

1. Narrow-Band Noise

The concept of critical bands is one of the important ideas
to grow out of the experimental work on masking. The picture of the cochlea
as a series of narrow-band filters helps in understanding not only many

phenomena of masking, but also a number of other functions of the ear.



Figure 5, from Licklider (1951), shows estimates of critical bandwidths
based on data from studies of masking, of pitch discrimination, of pitch
scaling, and of speech intelligibility. The data for pitch discrimination,
pitch scaling and speech intelligibility did not yield critical bandwidths
directly. They vwere adjusted along the ordinate to conform with the masking

data at one frequency to show the form of the function, not its magnitude.

It can be seen that the functions agree surprisingly well considering the
diversity of the sources of data. A fuller discussion of critical bands
is to be found in Chapter 22.

Figure 5 tells us that the bandwidth associated with a fre-
quency of, say, 500 cps is about 50 cps. This means that in a masking
experiment, where the noise level is not excessively high, only the noise-
frequencies from about 475 to 525 cps play an important role in the mask-
ing of a tonal signal of 500 cps.

It must be realized that the idea of the "critical band" as
a8 filter, resembling an electrical filter, is only an analogy, and that
the analogy is imperfect in many respects. The bandwidth of an electrical
Tilter is the same over a wide range of measured levels, the ear's is not.
Also when we speak of the bandwidth of a filter we refer either to its width
at the half-power points (3-dB down) or to its equivalent rectangular width
and both of these measures lose some of their meaning (especially their
predictive value) when the filter response is unsymmetrical as we know the
ear's response to be. The skirt of the ear's filter is considerably higher
on the low frequency side than on the high, since low frequencies mask
higher frequencies more effectively than the contrary. Most of the masking
studies show the shape in reverse, since the masker is kept at a constant

frequency and the signal probe-tone is varied, thus making each measurement

in a different "eritical band."
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Fig. 5. Four functions relating Af to f. The critical band
function (circles and solid curve) shows the width of the band of
noise that contributes to the masking of a sinusoid at the center
of the band. In the frequency-discrimination curve (squares and
solid curve), Af is 20 times the jnd. The curve based on the pitch
scale gives the width in frequency of intervals that are 50 mels
wide in pitch. The curve based on intelligibility data shows the
widths of frequency bands that contribute equally--2 per cent of
the total--to the intelligibility of speech. The similarity of
the curves suggests that they have a common basis in the auditory
mechanism. (From Licklider in Stevens Handbook of Experimental
Psychology, New York: John Wiley and Sons, 1951, by permission.)
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Figure 6 shows what a narrow band (50 cps) of noise, centered
at 500 cps, locks like. The upper picture is an oscilloscope photograph of
the noise, and the lower 1s a photograph of noise to which a 500 cps tone has
been added. The pictures were taken simultaneously and show the same stretch
of noise with and without the signal. The signal has the same rms voltage as
the noise. We see from the photographs that both functions closely resemble
sine waves that are slowly fluctuating both in amplitude and in frequency or
phase; the axis crossings are not quite evenly spaced. We may think of these
functions as sinusoids having a basic frequency of 500 cps, and randomly mod-
ulated in both amplitude and phase. The fluctuations of phase are equivalent
to fluctuations in frequency; 360° per second being 1 cps. Because of the
narrowness of the filter, the rates of modulation, both of amplitude and
phase, are slow compared with the frequency of the sinusoid.

The instantaneous displacement (voltage or pressure) for the
narrow band of noise can be written

y(t) = a(t) sin[2xft + o(t)], Eq. (1)
where f is the center frequency (500 cps in the example), a(t) is the ampli-
tude, frequently called the envelope, and m(t) is the phase angle between
the noise and some reference zero. Both a(t) and ¢(t) are slowly varying,
random functions of time. The amplitude, or envelope, a(t), is always posi-
tive in sign and varies from zero upward. If the noise is Gaussian, the
instantaneous voltage, y(t), will be normally distributed around zero as its
mean, and the standard deviation of the distribution of instantaneous volt-
ages, o, will be identical with the rms voltage of the band of noise (the
square-root of the mean of the squared voltages).

If, for a Gaussian noise, the voltages are normally distributed,

it is apparent that the amplitude cannot be. Its distribution must be skewed,

since it is bounded on cne side by zerc and can reach toward infinity on the
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Fig. 6. Narrow-band noise (bandwidth 50 cps, center frequency
500 cps) (upper trace). Narrow-band noise plus signal (lower trace).
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other. The literature of both acoustics and physics is often confusing
here through the widespread, careless uses of the work "amplitude" when
voltage or displacement is meant. The amplitude of a pure sinusoid is a
constant, it is the voltage or displacement or pressure that varies
sinusoidally. In the case of a narrow band of noise the amplitude, a(t),
fluctuates but it remains positive in sign, it is the voltage that shows
a Gaussian distribution.

2. Rayleigh's Distribution

Rayleigh (1894, op. 35-42) discussed the distribution func-
tion associated with the amplitudes of Eq. (1). He considered a narrow
band of noise, cbtained by combining n sinusoids of equal amplitude and
of random phases, and derived the expression for the distribution function

when n is allowed to become infinite. He found the function to be
2 2 2
f(a) = afo” Exp[-a"/207], Eqa. (2)

where o is the standard deviation of y(t) of Eg. (1), and hence is the rms
voltage of the band of noise. The probability that a in this expression

will exceed some magnitude, ass is given by

oo

Pla > a,) = ] f(a) da = Exp[-a?/Eggj. Eqa. (3)

a.
1

A graph of the probability-density function of Eq. (2) is shown as the
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left-hand curve of Fig. 7.
The density function of Eq. (2) can be obtained from a
bivariate normal distribution function of x and y, where the means of x
and y are equal to zero, and Ty and Uy = ¢, and where the correlation
between x and y is zero. The radius, from the center (origin) to any point
(x, y), is the qusntity, a.

5. Narrow-Band Noise Plus Signal

When we add a signal of frequency, f, to the noise of Eq. (l),
we obtain the function pictured in the lower part of Fig. 6. It too may
be thought of as a sinusoid, modulated in amplitude and phase, and can

be written
y(t) = r(t) sin[2xft + 6(t)], Eq. (&)

where r(t) is the new amplitude--the vector sum of the random variable,
a(t) and the constant signal amplitude, A. The new phase angle, 9(t), is
the angle between the resultant and the reference zero.

4. Distribution for Noise Plus Signal

Knowing the distribution function for narrow-band noise, let
us attempt to determine the function for noise plus signal. The function
for the amplitude of the noise is the Rayleigh, or circular-normal distri-
bution. The function for phase is rectangular; all angles are equally
likely. Let us select a number, say ten, equally likely values of the
noise amplitude. These would be the mid-decile values, i.e., the values
for P = 0.05, 0.15, 0.25, etc. The corresponding values of a, computed
from Eq. (3), are 0.32, 0.57, 0.76, etc. Let us select also a number of

equally likely phase angles--every 15° will serve for this. By using all
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combinations of amplitude and phase we arrive at 240 values of a(t), all
equally likely. These values are shown as dots in Fig. 8.

Now.let us add a signal of amplitude, A, and for convenlence,
in phase with the reference zero. Figure 8 shows the result. The signal

vector is shown for a value of é.equal to 4 times the standard deviation

of the noise (the rms noise voltage), and pointing along the x axis (0° phase).

One of the 240 values of the noise vectors is shown, and the resultant drawn
in. The resultant, the SN vector, has a length, r, and makes an angle, 8§,
with the x axis.2

By repeating this process for each of the dots of Fig. 8, and
measuring the length of the SN vector for each triangle, we can obtain a set
of data from which to construct a frequency polygon. The polygon will
approximate the distribution function for noise plus signal for the case
where A = hc.a We could now combine this distribution with the one for
noise alone and from the two, obtain an ROC curve for A = 4s.

Fortunately, we are spared the necessity for sclving vector
triangles graphically. Rice (1954, pp. 236-241) has derived the expression
for the probability density corresponding to our freguency polygon. In
our notation, with a for noise amplitude, A for signal amplitude, and o

for the rms nolse voltage, the function is
2 2 2 2
f(a, A) = (a/0) I_(eA/5”) Exp[-(a” + A7) /20"], Eg. (5)

where Io is a Bessel function for which tables are readily available.u
When A = 0.00, the Bessel function, I_, is unity, and Eq. (5) reduces to
Eq. (2), the expression for noise alone. The right-hand curves of Fig. 7
represent the function f(a, A) for various values of the signal amplitude

A, for o = 1.00. The curves for noise, and for small values of A, are
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decidedly skewed. The curves for large values of é approach the normal
distribution, with a standard deviation equal to 7, the rms noise voltage.

In order to obtain ROC curves from the probability density
functions of Fig. 7, it is necessary to accumulate the probabilities under
the curves. The probebilities for noise are given by Eq. (3) and can be
readily determined from tables of the exponential. The corresponding
expression for SN is

oo

P(r > ai) = I f(a, A) da. Eq. (6)

a.
1

The expression in Eq. (6) is not integrable, but it can be
evaluated numerically. Marcum (1950) has done so, and has prepared & set
of tables of the integral (with -5 taken as unity) for values of a; ranging
in steps of 0.1 units from 0.1 to 20.0, and for A, in steps of 0.05 units,
from 0.00 (the Rayleigh distribution) to 24.90. The probabilities are
given to six decimal places. Using Marcum's table instead of our graph-
ically derived frequency polygon, we can determine P(a > ai) and P(r > ai)
for various values of the criterion, as, and of the signal amplitude, A.
These probabilities correspond to P(yln) and P(ylsn), and can be used in
plotting a family of ROC curves. The result is shown in Fig. 9.5

5. ROC Curves for Amplitude Distribution

The curves of Fig. 9 are slightly different in shape from
the familiar ones of TSD, but they are to be found in the TSD literature.
Peterson, Birdsall, and Fox (1954, p. 193) present the family, and show
that they represent the behavior of the ideal detector for the case where
the signal is completely specified except for phase. The more familiar

curves are derived from overlapping normal curves of equal variance, and
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represent the behavior of the ideal detector for the case where the signal
is completely specified, including phase.

Marill (1956) showed that ogives derived from Eq. (6)
(Marcum's table), where P(c) is plotted against signal level, fitted his
subjects' data better than ogives derived from normal curves. Similarly,
Jeffress (1964) showed that the ROC curves of Fig. 9 fitted rating-scale
data better than ROC curves derived from normal distributions. It had
been known for some time (see for example, Egan, Schulman, and Greenberg,
1959) that rating-scale data plotted on normal-normal probability paper
yield lines having slopes almost always less than unity, and therefore
violate the equal-variance assumption. Several gg hoc explanations of
the unequal variance have been offered, none very satisfactory.

Watson, Rilling, and Bourbon (1964) employed a rating-scale
device with which the subject indicated his assurance that a signal was
present in the stimulus interval. With it they were able to obtain 36
points on an ROC curve. Their data, when plotted on normal-normal prob-
ability paper could be fitted fairly well by straight lines having slopes
less than unity, but the lines were not gquite straight and the authors com-
mented, "It could be further conjectured that the functions that generate
these ROC curves are somewhat more peaked than normal distributions . . . .
Jeffress later found that the ROC curves of Fig. 9 fitted the curves of
the study by Watson et al better than the curves used by the authors and
derived from normal distributions.

From the foregoing results we may conclude that the subject,
in detecting a tonal signal in a background of Gaussian noise, responds to

the amplitude of the stimulus, and does not utilize phase information. The
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abscissa of our family of probability-density curves 1s the ratio of
voltages (SN amplitude divided by rms noise voltage), and supports the
observation by Tanner and Birdsall (1958) that d' is, at least for audi-
tion, a voltage-like quantity.

6. "Pedestal" Experiments

Gaston (196k4a) pointed out that, since the curves of Fig. 9
become more nearly normal as A is increased, using one of the curves (say,
for A = 2.0) for "noise" and another for SN should yield ROC curves like
those for the normal, equal-variance assumption. An ROC plot on normal-
normal probability paper for A = 2.0 (N) and A = 3.0 (SN), yields a line
which is substantially straight and has a slope almost equal to unity.

The use of a noise mixed with a sinuscid of the signal fre-
quency for "noise" constitutes a "pedestal" experiment. The "signal"
is achieved by increasing the level of the sinusoid, and can be thought
of as standing on the "pedestal." The experiment suggested by Gaston is
therefore a pedestal experiment. At the present time no one has determined
an ROC curve using a pedestal, but there have been several experiments
in which the shape of the psychophysical function relating signal level
and detection percentage has been determined. Green (1960) points out
that for a two-alternative, forced-choice experiment without a pedestal,
the psychophysical function does not fit the function for the ideal observer
(phase known), when a pedestal is used, the fit is good. (Data from Tanner,
Bigelow, and Green, see Green, 1960.)

The fact that the psychophysical function for pedestal experi-

ments fits the function for the ideal detector (phase known) better than

data taken without a pedestal, can be (and has been) interpreted as indicating
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that the human observer can use phase information when it is made avallabie.
Pfafflin and Mathews (1962), in discussing & series of ped-
estal experiments, point out that to account for the use of phase by the
observer requires the assumption of some sort of correlation detector,
whereas the assumption of a simple envelope detector will predict success-
fully the outcome of experiments both with and without a pedestal, and even
with a pedestal to which the signal is added in quadrature phase. For
convenience their mathematical treatment is based on an energy (square-law)
detector, but they point out that a simple amplitude detector (rectifier)

would yield almost the same functions and be more realistic neurophysio-

logically. Their approach to the detection problem is considerably different

from ours, but the functions at which they arrive are substantially the same.

T. Meaning of d' for Rayleigh-Type Distributions

Tables of 4' (P. B. Elliott, 1959) yield the values of &'
associated with various combinations of P(y|n) and P(y]sn). If we look up
the value of d' associated with the probabilities taken from one of the ROC
curves of Fig. 9, we discover that each point on the curve gives us a
different value. To circumvent this difficulty, Clarke, Birdsall, and
Tanner (1959), and Egan (1961), employ the value of d' for the point where
the ROC curve passes through the negative diagonal as the measure of
detection. Egan calls this value d . Green (1964 ) has shown that for two-
alternative, forced-choice data, P(c) is equal to the area under the ROC
curve, no matter what shape the underlying probability-density functions
may take. He therefore suggests using P(c) as the measure of detection.
This would still leave us in difficulty with data from a yes-no experiment.
Unless we know the shape of the ROC curve, we do not know what curve the

data point belongs to, and cannot discover the appropriate P(c), nor for
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that matter, the appropriate ds' It appears quite possible that some of
the variability of yes-no data stems from this difficulty, that points
which really fall on the same curve yield different d's because of the
shape of the curve. The moral appears to be that the first step in dealing
with a new stimulus situation should be to determine an ROC curve for it;
or else to employ the two-alternative, forced-choice procedure, and use
P(c).

For the Rayleigh-type distributions P(c) can be obtained from
Marill's (1956) expression, for P(c) for two-alternative, forced-choice
data: P(c) =1 -% exp[-E,ENO]. If we find the z-score corresponding to
this P(c), and plot it as a function of‘/§E7ﬁ;, we obtain a (very nearly)
straight line having a slope of unity. The line bends to the origin for
small values of /§§7ﬁ;. The straight portion appears to intersect the
ordinate at -0.707 (see Jeffress, 1964). This quantity, the z-score,
appears to be numerically equal, or very nearly equal, to the ds associated
with the negative diagonal for these distributions.

B. Energy, Bandwidth, and Duration

1. Energy vs Amplitude as Stimulus

The literature of TSD has sometimes confused the reader about
whether subjects respond to the energy of the signal or to its voltage.
All of the evidence of the present section (Section ITI) points to the
latter, to the envelope of the waveform as the aspect of the stimulus to
which the subject responds. The shape of ROC curves, the shape of the
psychophysical function relating detection to signal level, both with and
without a pedestal, and the parameter of the family of distribution func-

tions involved, all indicate that the ear (and brain) is acting like an
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envelope (amplitude) detector. That our methods are sensitive enough to
discover other bases for detection when they are operative is shown in
Chapter 15, where interaural time difference proves to be the aspect of
the stimulus employed under some binaural conditions. The sensitivity of
the methods is also shown by the fact that the data of the present section
deny the use of phase information by the subject, when phase information
is not accessible to him.

2. Duration and Bandwidth

The parameter employed by Peterson, Birdsall, and Fox (1954)

in their derivation of the probability density functions of Fig. T is

2E/N_. It is employed in the same way in their treatment as A/g was in
ours. For the same curve, the two quantities are equal: A/c = /§E7ﬁg'

Let us see what is implied by this relationship. Our quantity, A, is the
signal amplitude, and is therefcre equal to /2 times the rms signal voltage,
S. Our o is the rms noise voltage of the band of noise. If for arithmetical
convenience we make the conventional assumption of a unit resistive load,
the noise power is qg and this is equal to the per-cycle nolse power, No
times the bandwidth, W. The signal power is §?, and the signal energy E
is §? times the duration, T. By squaring both sides of our original equality,
Als = /§ﬁ7ﬁ;; we obtain A2/c2 = 2E/NO, and substituting for A, 7, and E,

we have 282/WNO = ESQT/NO. Cancelling leaves us the relationship 1/W = T.
Since the curves of Peterson et al. were derived for the ideal detector for
the case where signal phase is unknown, our relationship tells us that the
ideal detector (phase unknown) is an envelope detector with a filter having
a bandwidth equal to the reciprocal of the signal duration. This is the

conclusion drawn by Peterson et al. by way of a somewhat different line of

reasoning. In the light of this fact, let us examine the relation between
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duration and masking.

3. Bignal Duration and Masking

There have been several studies of the effect of signal
duration on masking. Probably the earliest was an experiment by Garner
and Miller (1947) who found, for four different frequencies of the signal,
a linear relationship between the masked threshold expressed in dBs of
masking, and the logarithm of signal duration, for durations between 12.5
and 200 msec. Increasing the duration by a factor of 2 increased detection
by 3 dB. Other investigators, Hamilton (1957), Blodgett, Jeffress, and
Taylor (1958) have found similar relationships, but have found changes in
the slope of the function at different durations. All have found that the
slope increases for short signals where E.is less than the reciprocal of
the critical bandwidth. Durations longer than about 200 to 500 msec are
apparently not so efficiently employed as shorter durations and the line
relating masking and duration tends to level off. Green, Birdsall, and
Tanner (1957), in an experiment where the signal energy was kept constant
by increasing the power in proportion to the decrease in duration, found
that the detection index, d', remained constant through a range of durations
that varied from subject to subject. All had constant values of d' from
20 to 150 msec, but some subjects extended this range to about 10 msec at
one end, and to nearly 300 msec at the other.

The results from studies of the effect of duration suggest
that the ear integrates energy. The durations involved, however, are too
long to make it reasonable that there 1s actual accumulation of energy be-
fore stimulation occurs. It seems more likely that the integration is
neural, and that rather than accumulating energy, the mechanism accumulates

neural events associated with envelope (amplitude) peaks. There is some
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evidence that this is so. Elliott (1962b) has found that subjects having
substantial high-frequency hearing loss, presumably neural, when tested

at frequencies where the loss is serious, show less temporal integration
than normal subjects. They require nearly as strong & signal at long
durations as they do at short. It is difficult to see how this fact could
be explained in terms of energy integration.

4. Bandwidth and Masking

Since the original experiments by Fletcher (1940), there have
been several experiments attempting to discover the bandwidth and shape of
the ear's filter system. Schafer, Gales, Shewmaker, and Thompson (1950)
investigated the masking effects of narrow bands of noise obtained a la
Rayleigh by combining a number of sinusoids of equal amplitudes and random
phase. They determined the equivalent-rectangular bandwidths at three
frequencies--200, 800, and 3200 cps--to be 65, 65, and 240 cps respectively.
If the ear's filters are taken as single-tuned circuits, the corresponding
Qs are 9.3, 37, and 39 respectively. The shapes of the masking function
obtained by Schafer et al. resembled curves for single-tuned circuits.

Swets, Green, and Tamer (1962) also studied the relation
between masking and the bandwidth of the masking noise, using filters rang-
ing from much wider, to much narrower than the values usually assumed for
the critical band. They made estimates of the bandwidth for various assump-
tions about the response characteristics: single tuned, 41 cps; rectangular,
95 cps; Gaussian (3 dB points), 79 cps; Gaussian (one sigma points), 95 cps.
They conclude, "We would suggest a consideration . . . of the possibility
that the parameters of the mechanism of frequency selectivity vary from one

task to another under intelligent control. If they do, then, of course,
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we cannot speak of, or measure, the critical band." The validity of the
foregoing statement 1s supported by many experiments employing other than
tonal signals, and yielding bandwidths considerably wider then those
mentioned above. The significance of a number of such experiments is
discussed in Chapter 22.

5. Duration, Bandwidth, and Masking

The reciprocal relation between bandwidth and duration indi-
cated by the equivalence of A/g and\/§E7ﬁ; as parameters, has interesting
implications for hearing. The most obvious is that the subject employs a
bandwidth appropriate to the duration (or expected duration) of the signal.
Something of the sort appears to be implied in the statement by Swets,
Green, and Tanner quoted earlier. It seems also to be implied in Békésy's
(1959) concept of neural funneling, and in Marill's reference to the band-
widths employed by his subjects. Jeffress (1964) specifically considers
the possibility of a bandwidth that can be narrowed for long signals and
widened for short, and examines Hamilton's (1957) data with this in nind.
Hamilton varied both the duration of the signal and the bandwidth of the
noise. The interactions of bandwidth and duration were in the direction
predicted, but were not clearcut enough to be completely convincing.
Hamilton's estimates of critical bandwidth and those of Greenwood (1961)
are considerably wider than most of those discussed in the present chapter.
(See Chapter 22 for a further consideration of this problem. )

C. Signal Uncertainty

1. Freguency Uncertainty and Masking

If we were physically locking for a signal of known frequency
and duration (but unknown phase) in Gaussian noise, we would employ a filter

having a bandwidth equal to the reciprocal of the duration, and a center
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frequency equal to that of the signal. If the signal might be either of
two fregquencies, we would employ two appropriate filters and combine their
cutputs by means of an OR gate, unless the frequencies were close enough
together so that one filter would suffice. An alternative to employing n
filters to lock for E_different frequencies would be to employ a filter
wide enough to encompass the range of frequencies involved. This would
be a less efficient method, since the wider filter would not exclude the
short, signal-like bursts of noise that would be rejected by the optimal
filters.

The question of interest to us here is, does the ear (and
brain) do anything of the sort. Several experiments have been designed to
answer the question. Marill (1936) found that when two signals are employed
simultaneously, if their frequencies lie close together (within one filter)
they are detected more readily than either alone, but if they are well
separated, they are detected no better than one alone. This result is in
agreement with the multifilter hypothesis. If the signals affect the same
filter, they are occurring in a single band of noise and should increase the
signal-to-noise ratio; if they occupy different filters, each will have its
own band of noise and no improvement should occur.

The problem becomes more complicated when the signals are
employed singly and the subject does not know which of two (or of several)
to expect. A still different situation arises when the subject expects one
fraquency and gets another. Both situations have been studied. Greenberg
(1964 ) found that when a subject is expecting a signal of 1100 cps, and is

given one of some other frequency, without knowing that this can occur, his

detection drops sharply. The curve of detection-vs-signal fregquency resembles
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the masking curves of Schafer EE al. This result suggests that the subject
is employing a single filter and disregarding signals that lie outside of
its band. Now if we change the instructions so that the subject knows that
there are two possible signals equally likely to occur, what happens? One
possibility suggested by Tanner, Swets, and Green (1956) is that the subject
scans the filter back and forth between the frequencies involved, frequently
missing the signal because he is looking in the other place. Green (1958)
examined this idea and rejected it because it predicts too low a detection
score. He suggested instead a multifilter model in which the outputs of
the separate filters are added. Creelman (1960) made the further suggestion
that the detector decides on the basis of the maximal ocutput of the filters
taken separately. OSome of the experimental data appear to agree with one
hypothesis and some with another. Creelman found that some of his data

even suggested that the subject widened his filter band to encompass the
range of frequencies involved.

There seems to be no doubt, as Swets (1963) points out, that
the subject is somehow selecting what to listen for; that there is some
sort of control of the peripheral apparatus by the central nervous system.
The guestion appears to be, what kind. Possibly at this point we should
invoke the Huggins-Licklider (1951) pinciple of diversity, which says in
effect that if there are two ways of doing something, the nervous system
will employ both.

Let us examine the possibility suggested earlier, that the
outputs of the filters are combined by way of an OR gate. 1In a yes-no
experiment, if the criterion were maintained at a constant level, P(ylsn)
would remailn unaltered, but P(yln) would be doubled; a signal-like noise

occurring in either filter would appear in the output of the gate, and



receive a "yes" vote. (The gate responds to either A or Bor both.) If

we assume that the ROC curves of Fig. 9 are appropriate here (and thsy
should be), we may use them to predict the outcome of a two-frequency
experiment. We very quickly discover that we can predict almost any degree
of drop in detection, depending upon our choice of criterion and of signail
level. Let us take, for example, a ds of 2.0 for a single frequency, and
assume that P(y|sn) = 0.57. The corresponding value of P(y|n) will be 0.05.
Doubling this moves us to a new ROC curve, the one for dS =1.7. If in-
stead of 0.57, we assume the initial detection to be P(y|sn) = 0.80,

P(y!n) = 0.12. Doubling this moves us to the curve for ds = 1.55, a con-
siderably greater drop in detection efficiency. The former corresponds to
about a 1 dB change of level, the latter to about 1.5 dB (see Jeffress,
1964, p. 771). TFor a low signal level, and hence a low value of d , the
effect of doubling P(y|n) is much greater and may amount to 3 or 4 dB.

This increase of the effect of frequency uncertainty at low signal levels
has been noted by both Creelman (1960) and Swets (1963).

When a two-alternative, forced-choice procedure is used, the
subject is forced to remain near the negative diagonal of the ROC curve,
and the OR gate becomes the equivalent of Creelman's model; the subject
responds to the interval containing the larger stimulus. He may therefore
respond correctly for the wrong reason: because the interval containing the
signal also contains a strong burst of noise from the other filter. Data
taken with uncertain signal frequency are very erratic; the foregoing dis-
cussion may serve to show why this 1s the case.

2. Other Uncertainties

In addition toc the deliberately-introduced frequency un-

certainty, another form of uncertainty develops when the signal level is



.

26
so low that the subject seldom hears the signal clearly. Here the subject
may become uncertain about the frequency, the duration, and the time of
onset of the signal. The frequency uncertainty probably would not be as
great as in the two-frequency experiments, and we can imagine that the
subject might, if he had the machinery for it, widen his filter band slight-
ly to take care of the uncertainties.

Marill (1956) in his work at very low signal levels, avoided

this "forgetting" of the frequency and duration of the signal by presenting
a sample of the signal without noise in advance of each stimulus trial.
By rewriting his expression for P(c) in a two-alternative, forced-choice
experiment in terms of signal voltage and bandwidth instead of E/NO, he
obtained P(c) = 1 - & Exp[—Sg/WNO], where W is bandwidth. He found that
his subjects maintained the same bandwidth at all signal levels.

Gaston (1964b) in an experiment devised to determine the
relation between dS and signal voltage at low levels, found that his sub-
Jects responded as though they were employing a wider band at low levels
than at high. The experimenter did not employ a cuing signal in the initial
study, but in a replication of it, Gaston and Jeffress (1964) did use a
cuing signal sufficient to be heard clearly above the noise, and found some
improvement of detection at low levels. Their findings, however, did not
quite reach the constancy of bandwidth reported by Marill. Greenberg (1962)
has studied the effect of a variety of cuing signals. He found that a cuing
signal is most effective when it precedes the stimulus intervals by about
one-half second. He employed a cuing signal having the same level as the
signal to be detected and did not get as large an effect as Gaston and
Jeffress obtained with a larger cuing signal.

It is of course, egqually possible to describe the foregoing

results in terms of the efficiency measure, 1, of TSD. Instead of thinking



of the response to signal uncertainty as an increase of bandwidth, we may
think of a decrease of efficiency. The two quantities T and W are

reciprocally related.
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FOOTNOTES

e expression of Eq. (2) can be obtained from the density functions for
a bivariate normal distribution where x and y are independent and have the
same standard deviation; i.e., 9y and Ty = g. The joint density function

is simply the product of the two independent density functions:

f(x, y) = 1/5 /Zx EXP[-X2/202] - 1/5 /2n Exp[-y2/252]

l/2n32 Exp[-(x2 + y2)/2@2],

and letting p2 = x2 + y2,

(x, y) = l/2ﬂ62 Exp[~pg/202].

This is the joint probability associated with a particular point (x, y)

and not, of course, the density function for p, since there are an infinity
of combinations of §_and N that will yield the same value of p. To get

the density function for p, we must first determine the probability, P(p).
The increment involved is a ring of radius, p, and width, dp. We must

therefore multiply our expression by 2mdp, and integrate:
P 2 2,2 2,2
P(p) = [ 2mp/2m” Expl-p /25" Jdp = 1 - Exp[-p"/2c”].
o]
Differentiating this expression yields
2 2,2
t(p) = p/o” Expl-p /20" ],

which is Rayleigh's distribution.
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2The rationale for resorting to vector triangles is not always obvious to
non-engineers, and for their benefit the following bit of trigonometry
is provided:

Let us treat the near-sinusoid, the narrow band of noise, as if it
were a sinusold of the same frequency as the signal, but differing in phase
at the moment, by the angle @. The amplitude of the noise is a, and of the
signal, b. Now, adding two sinusoids of the same frequency, but different
phase, will yield another sinusoid of the same freguency, but usually
different both in phase and in amplitude from the other two. Let us call

the new amplitude, c, and the new phase angle, 3. We have then that
¢ sin(2nft + 3) = a sin(2xft + ©) + b sin 2xft.

This expression holds for all values of t, and hence for t = O;

therefore

¢ sin 9§ a sin ».

The expression also holds for t such that 2xft = n/2; hence

¢ sin(x/2 + 9) a sin(n/2 + @) + b sin(xn/2)

but  sin(A + n/2) cos A, and sin n/2 = 1; hence

c cos § =a cosgp t+ Db.

Squaring the two expressions:

cesinge a251n2 © and

aecos%p + 2ab cos ¢ + b2;

1]

02c0529
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adding and combining terms:
ce(singe + cosge) = ag(sin2¢ + cosew) + 2 ab cos @ + b2

and remembering that sinEA + coseA = 1, we have

02 = 32 + b2 + 2ab cos .

This is the familiar law of cosines, with the sign changed because of
the fact that -, as we have measured it, is the supplement of the included
angle and that cos ¢ = -cos(x - o).

The demonstration tells us that we can find the new sinusoid by simply
solving a triangle involving the two original amplitudes and the phase angle;

such a triangle is shown in Fig. 8.

3It should be noted that this approach avoids several assumptions about
which there have been arguments in the literature. We have not had to
assume Fourier-series, band-linited noise, nor the applicability of sampling
theory, and we have not employed likelihood ratios. These things are needed

to obtain the analytical expressions, but we could have obtained our ROC

curves by the brute-force method described. Our only assumption has been
that the noise voltage is normally distributed.

hTables of e and Io(x) are to be found in the Handbook of Chemistry and

Physics, Chemical Rubber Publishing Co., Cleveland, Ohio. Derivaticns and
tables associated with the circular-normal distribution are to be found

in the Handbook of Probability and Statistics with Tables, by Burlington

and May, Handbook Publishers, Inc., Sandusky, Ohio, 1953.

5Figure 9 is taken from Jeffress (1964), who also presents a condensed

version of Marcum's table, containing probabilities to three decimal places
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for values of a; from 0.2 to 4.0 by steps of 0.2 units, and values of A,

from 0.0 (noise alone) to 5.0, by steps of 0.5 units.

6Recently, Green (1965) has pointed out that increasing the size of the
pedestal to where it, rather than the noise, is the dominant factor in
masking, brings us under the jurisdiction of Weber's law. We are dis-
criminating a change in the level of a tone, and AI/I should be nearly
constant. There was nothing in the foregoing approach to predict this
fact. If our noise is just noise (A = 0.0) and our signal has A = 2.0,

we should obtain a d_ of about 1.3 (Jeffress, 1964). If we add a pedestal
of A = 2.0 and employ a signal of A = 4.0, we should obtain the same ds,
and similarly for a pedestal of A = 10.0 and a signal of A = 12.0. As
Green pointé out this is obviously in violation of Weber's law. It is
like expecting a voltmeter to have the same accuracy in millivolts on the
100-volt scale as on the l-volt scale. Green shows that we can get Weber's
law back into operation either by assuming a "self-noise" which is pro-
portional to the stimulus, or by assuming that, like the voltmeter, our
detector has an error which is proportional to the stimulus. The latter
idea appears more reasonable physiclogically--the firing rate of the
"amplitude" fibers of the VIIIth nerve is a quasi-logarithmic function of

amplitude.
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CHAPTER 15
BINAURAL SIGNAL DETECTION: VECTOR THEORY
Lloyd A. Jeffress
Department of Psychology and
Defense Research Laboratory

The University of Texas

I. INTRODUCTION

Many of the facts of binaural listening are summarized in the commonplace,
"Tfwo ears are better than one." Two ears provide a spare, they permit us to
localize sound quickly and accurately, and they help us to detect a signal in
noise--for example, speech in & background of other speech, the "cocktail-party
effect," or a tonal signal in a background of thermal noise. Most of the
present chapter will be concerned with this last, which can be rather strikingly
exemplified by the following demonstration: We supply noise to one ear (ear-
phone) at a comfortable listening level, then add a signal consisting of a 500
cps tone interrupted every Quarter-second, and adjusted in level until it is
Just inaudible. If we now add the same noise to the other earphone, we find
that the signal has become clearly audible. The signal again disappears when
it too is added to the channel for the second earphone, making the sounds at
the two ears alike. Now if we reverse the connections of either the noise input
or the signal input (but not both) to one ear, we discover that the signal be-
comes loud and clear, and that it can be reduced in level by many decibels before
it again becomes inaudible.

A. Terminology

To make the discussion of these phenomena as concise and as explicit

as possible, let us follow common usage. Any improvement in detection that

1
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results from using two ears instead of one we will call masking level differ-

ence (MLD); this will be expressed in decibels. When the stimuli to both ears
are the same in all respects--level, frequency, and phase--we will refer to the
stimulus condition as diotic. The diotic condition is one homophasic condition;
others result from altering both the signal and the noise to one ear in the
same way--whether by reversing the phase of both, or by delaying both in time
by the same amount. If the phase (or time) at one ear for the signal or for
the noise (but not both) is altered relative to the other ear (for example, by
reversing the comnection for the noise to one ear) the ccndition is called
antiphasic. If the noise for one ear is independent of the noise for the other

(uncorrelated) the condition is called heterophasic. Any binaural condition

which is not diotic is dichotic. The stimuli may be dichotic in phase, in

time, in level, in frequency, and in many other ways.

To make our notation more specific and more complete, let us adopt
the following symbols for the various combinations of noise and signal, using
N for noise and S for signal, x to indicate a phase reversal at one ear relative
to the other, O to indicate no phase or time difference between the ears, u to
indicate that the noises at the two ears are uncorrelated (from separate sources),
and m to indicate that the noise or the signal is monaural. We can list a
number of the combinations as follows:

Monaural (Monotic)

Nm Sm Noise and signal both monaural (same ear)
Homophasic
NO SO Noise and signal both in phase at the ears (Diotic)
Nx Sx Noise and signal both reversed in phase at one ear relative

to the other (Dichotic)



The remaining conditions are all dichotic.

Mixed
NO Sm Noise in phase, signal monaural
Nz Sm Noise reversed in phase, signal monaural
Antiphasic

NO Sx Noise in phase, signal reversed in phase at one ear
Nx SO Noise reversed in phase, signal in phase

Heterophasic
Nu SO Noise uncorrelated, signal in phase
Nu Sx Noise uncorrelated, signal reversed in phase

B. A Typical MLD

Hirsh (1948) found that for a 500 cps signal the NO Sx condition
yielded thresholds about 11 dB lower than those for the diotic condition
(NO S0). Since later studies have shown that the diotic condition does not
differ reliably from the monotic (e.g., Blodgett, et al 1958), we may refer
to Hirsh's 11 dB as a masking level difference (MLD).

The fact that Hirsh's subjects showed an MLD as large as 11 dB means
that mést of the signals to which they were responding were too weak to be
detected by monaural means. In terms of the theory of signal detectability
(TSD), if the 50% thresholds for Hirsh's subjects corresponded to d's of about
1.5 (see Jeffress, 1964, p. 772), the d's for monaural detection of the same
signal would be about 0.25 or less. This tells us that the signal in the anti-
phasic case must be detected in almost every instance by means of some binaural
detection mechanism. The present chapter is concerned with the nature of such
a mechanism and with the attempt to formulate a model which will account for

such results as Hirsh's.
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IT. THE STIMULUS FOR BINAURAL DETECTION

A. Webster's Hypothesis

To find what the stimulus may be that makes binaural detection possible,
let us physically compare the voltages to the two earphones under the diotic
condition and under the antiphasic. We may do this by connecting the wires for
one earphone to the horizontal plates of an oscilloscope, and those for the
other to the vertical plates. In this way we shall obtain a Lissajous pattern.
For the diotic condition, the pattern will be a very narrow ellipse (almost a
straight line) running from lower left to upper right and indicating an almost
perfect positive correlation. If our equipment were perfect, the correlation
would be perfect and the pattern would be a straight line.

If we reverse the connections for both the noise and the signal to
one earphone (Nx Sx), producing the other homophasic condition, we obtain a
narrow ellipse running from lower right to upper left--an almost perfect negative
correlation. Now if we reverse the connections for the signal but not for the
noise (NO Sn), we obtain a drastically different pattern, spreading across the
face of the scope. Even when we reduce the signal to a very small value, we
still see some spreading of the pattern from what is the case where only the
in-phase noise is present, or in-phase noise and in-phase signal. The signal-
to-noise ratio needed for detection is vanishingly small for the antiphasic
condition. For the diotic condition, we can detect the signal only as a change
in the length of the narrow Lissajous pattern, and a substantial signal is
required to produce a definite change; for the antiphasic condition, however,
the addition of even a very small signal will produce enough spreading to be
easily noticed.

The difference in the stimuli for the diotic and the antiphasic cases

is obviously great; how do the ears make use of it? The spread of the Lissajous
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pattern in the antiphasic case suggests phase (the phase relation between
noise plus signal at one ear and noise plus signal at the other) as the possible
basis.

Webster (1951) proposed that the band of noise that masks a tone, the
critical band, can be thought of as resembling a sinusoid which varies slowly
in phase and in amplitude, and that adding a tonal signal will yield a resultant
that generally will differ in phase fran the original noise. If, in a particular
instance, adding the signal at one ear advances the signal plus noise in phase,
adding the signal reversed in phase at the other ear will retard it. There will
be a phase difference between the signal plus noise at one ear and the signal plus
noise at the other. It is this interaural phase difference which provides the
basis for binaural detection. Webster assumed that the interaural phase differ-
ence was represented to the central nervous system as an interaural time differ-
ence. He computed interaural time differences for the case where the signal and
the narrow band of noise were in quadrature at the moment of addition, using
vector triangles to illustrate the process.

B. Vector Diagram for Hirsh's Data

Let us follow Webster, but employ the procedure of Chapter 13 to arrive
at our vector triangles. TFigure 8 of Chapter 13 gives an example. The signal
and the narrow band of noise may be in any phase relation at the moment of addition,
and the noise may have any amplitude. To simplify making an appropriate drawing,
let us choose typical values for phase and for amplitude. For phase, 45° is a
convenient mid-value, and for amplitude, the median is typical. From Eg. (3)
of Chapter 13 we can determine the median by substituting 50% (0.50) for P(a > ai)
and solve for ai. We find it to be 1.1770. Let us use this value for the length

of our noise vector.



6

For the NO Sx condition at 500 cps, Hirsh employed a noise having
a spectral level of 59.1 dB. If we assume a critical bandwidth of 50 cps,
we obtain an effective level for the noise of 76.1 dB (59.1 + 10 log 50),
Hirsh found the 50% threshold to require a signal level of 6L4.1 dB. If we
take the rms noise voltage, o, to be unity (see Chapter 13, p. 11), the signal
voltage (76.1 - 54.1 = 12 dB less) will be 0.25 units (-12 = 20 log 0.25).

Figure 1 is a vector diagram illustrating the addition of signal
to noise for this typical instance. The noise vector is drawn as having a
length of 1.177 units, since the median value of the noise amplitude is 1.177s-
The signal is drawn as having a length of 0.25 units, and at a typical angle,
45°. The resultant noise-plus-signal amplitude is 1.36 units and the phase
angle between the noise vector and the noise-plus-signal vector is 7.5°. The
small change of amplitude from 1.177 to 1.36 would rarely be detected monaurally.

Figure 2 is the vector diagram for the NO Sy condition. The noise
vector 1s the same for both ears, but the signal vector for the left ear is
drawn in the opposite direction from that for the right because of the inter-
aural phase reversal for the signal. Relative to the noise, the right ear leads
by 7.5° and the left ear lags by 10°. The right ear leads the left, therefore,
by 17.5°. The equivalent difference in the time of corresponding events at the
two ears will be 97 psec (17.5°/360° times the period of a 500 cps tone, 2.0
msec). It is this time difference which is responsible for the binaural detection
of the signal.

III. NEURAL MECHANISMS

A. Peripheral Mechanism

In order to meke use of the fact that the stimulus to one ear leads the
stimulus to the other by a ten-thousandth of a second, the nervous system must

provide two mechanisms--a peripheral one which preserves the temporal information
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in the stimulus and transmits it to a higher center, and a central one where
the temporal information from the two sides is compared. Rutherford (1886),
who was apparently the first to realize that such machinery was essential to
an explanation of our ability to localize tones, incorporated it into his
"telephone" theory. The discovery by Adrian (1914) that neurons operate on
the all-or-none principle, and that they are refractory for a moment after con-
ducting an impulse, confused the issue for a time, but on the basis of their
experimental work, Wever and Bray (1930) affirmed the ability of the auditory
nerve to "follow" the sound up to frequencies as high as any involved in the
localization of toes by time or phase differences.

Recent work (see Chapter 7) has shown that there are neurons in the
auditory nerve which fire in step with the stimulus, with interspike intervals
equal to the period of the tone or to multiples of the period. They appear to
be the fibers employed in localizing tones, and if so, they also provide the
basis for the binaural detection of tonal signals.

B. Central Mechanism

Jeffress (1948) described a hypothetical central mechanism for con-
verting a difference of time into a difference of place. It depended for its
operation upon neural summation (spatial summation at a synapse) of simultaneously
arriving impulses from the two cochleas, and achieved the necessary simultaneity
by neurally delaying the impulses from the ear that led in time. The neural delay
introduced into the leading channel matched the acoustical delay in the lagging.
Jeffress thought of the mechanism as having left-to-right in space distributed
along one spatial dimension in the nervous system, and low-to-high in pitch, along
another. In modern usage, the mechanism would be described as a cross-correlation
matrix, with each synapse serving as a multiplier or "AND" gate. While the de-

vice was originally proposed for localization, it has been employed (see Jeffress,
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Blodgett, Sandel, and Wood, 1956) to account for many of the binaural phenomena
of masking.

Galambos (1957), Galambos, Schwartzkopff, and Rupert (1959), and
Moushegian, Rupert, and Whitcombe (1964) (see Chapter 20), have described cells
located in the accessory olivary nucleus (medial superior-olivary nucleus) which
are, as Galambos put it, "...exquisitely sensitive to whether or not the sounds
have been presented simultaneously." They differ from the cells hypothesized
by Jeffress in showing inhibition rather than summation, in being "Not AND" gates
rather than "AND" gates, but they do show frequency selectivity, and do appear to
be distributed in the times they require for left-right resolution.

The population of cells studied to date is not large enough to Justify
a very elaborate model, but we may safely assume that a region (or regions)
exists in the central nervous system where time differences are represented in
some form to higher centers. Whether this representation is spatially dis-
tributed as Jeffress suggested, or is dependent upon differences in activity of
left and right on-going channels (Békésy, 1930, van Bergeijk, 1962) is not
crucial to our present discussion. We may also safely assume that the region
is distributed in frequency.

On the basis of psychophysical findings, we appear to be Jjustified in
making the further assumption that the cell populations associated with the
median plane are larger than those associated with regions lying to the right
or left. The greater accuracy of localization near the median plane as compared
with more lateral positions (see Chapter 17) supports this assumption.

The two assumptions, frequency selectivity and greater cell density
for the median plane, are given additional support by the following rather
striking demonstration: The subject listens to a narrow band of noise centered

at 500 cps and lagging at one ear by 2.0 msec. He hears the noise as located
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in the middle of his head, much as if it were a 500 cps tone delayed by one
period and hence in phase again. Now we increase the bandwidth of the noise.
The subject hears the sound spread out from the center. As the bandwidth is
widened to a few hundred cycles per second, the subject hears the sound move
toward the leading side, and by the time the bandwidth is two- or three-
thousand cycles per second, he hears the sound as tightly bunched at the leading
ear. He is no longer aware of the 500 cps narrow band of noise, which when it
was the only noise present, he heard clearly as in the center of his head.

Our model explains the foregoing demonstration rather simply. The
broad-band noise, lagging in its arrival at one ear by 2.0 msec, produces neural
activity in the channels for that ear which can be matched with corresponding
activity in the channels for the other ear by introducing a 2.0-msec neural delay
in those channels. The coincidence thus established yields the perception of
sidedness, and because all frequencies require the same delay for temporal coin-
cidence, they will all have the same lateral position: 2.0 msec toward one side.
At the same time, the 500 cps part of the noise is achieving coincidence in the
middle of the head and with no neural delays, through matching the first cycle
from the lagging ear with the second cycle from the leading ear, and so on.

This sound, however, is not heard because the preponderance of lateral activity
where all frequencies are localized obscures it. When the bandwidth is reduced,
leaving only a narrow band centered at 500 cps, the denser population associated
with the median plane prevails and dominates perception. The sound is heard

as centered.

To make this description more explicit, let us assume that there are
a thousand cells associated with a given frequency-band at the median'plane,
and only ten with the same band for a neural delay of 2.0 msec. A 500-cps,

narrow-band noise lagging by 2.0-msec at one ear would, therefore, stimulate a




*

10
thousand cells (through coincidences between the second cycle from the leading
side and the first cycle from the lagging) for every ten cells that were
stimulated through coincidences between the acoustically delayed impulses from
one side and neurally delayed impulses from the other. The thousand will pre-
vail over the ten, and the sound will be heard as centered. When we increase
the range of frequencies, we increase the number of tens proportionately, but
not the thousands. Only the 500-cps band will be centered. Other nearby fre-
quencies will lie to the right and to the left. More distant frequencies will
lie farther to the right and to the left; for them neural delays will be re-
quired for coincidence between the lagging first impulses from one side and the
second impulse from the other. Only for 500 cps will these coincidences fall
in the median plane. But a neural delay of 2.0 msec will produce coincidence
between the acoustically lagging first cycles from one slide and the neurally
delayed first cycles from the other for all frequencies. If we make the band
of noise wide enough, the many tens will prevail over the few thousands, and
will dominate perception. We will hear the sound as sided.

C. Huggins's Pitch

The fact that our hypothetical central mechanism is distributed in
the frequency/pitch domain prepares us for another phenomenon: that pitch can
be created by binaural interaction where none exists with either monaural
stimulus. Huggins and later, Cramer and Huggins (1958) shifted the phases of
the frequencies in a wide band of noise, moving them in one direction when they
were above 600 cps and in the opposite direction when they were below 600 cps.
The resulting noise was still "white" and sounded exactly like the unaltered
white noise when heard alternately with it. But when the altered noise was
applied to one ear and the unaltered to the other, the subject heard a 600 cps

"pitchiness" in the middle of his head. The sound had the quality of a 600 cps
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narrow band of noise. This is exactly what we should expect. The unshifted
600 cps component of the noise will achieve cycle-by-cycle coincidences in the
median plane, but the phase-shifted 700 cps component will be located to one
side where the neural population is smaller, and the 500 cps component to the

other side, where again the population is smaller. The larger 600-cps population

" will dominate perception and we will hear a centered, 600-cps band of noise,

having the pitch associated with 600 cps.

D. Central Mechanism and Binaural Detection

Let us assume that we are listening to the noise of Fig. 2. The part
of the noise involved in masking is a narrow band centered at 500 cps. It is
sending a series of impulses to the 500 cps region of the central mechanism.
Pairs of these impulses arising from corresponding parts of the waveforms at
the two ears will arrive more or less simultaneously at the center. If the ears
were perfect transducers and if the coincidence devices of the central mechanism
were also perfect, the resulting localization would be perfect and we would hear
a sound precisely centered in the median plane. We know, however, (see Chapter 20)
that the neural following of the sound is not perfect; there will be some fluc-
tuation, and impulses will be generated at one ear a little earlier in the cycle,
or a little later, than the corresponding impulses at the other ear. This will
produce slight fluctuations in the times of arrival of the impulses at the central
mechanism, and consequently, a fluctuation in the left-right position of the
sound image. We can think of this fluctuation as being a new kind of “noise";
as being, in fact, the "noise" that is going to do the masking. If it did not
exist, there would be no masking. The acoustic noise, the stimulus, would provide
a precise center, a reference from which the left-right departures that result
from adding the signal would stand out sharply.

Now let us add the signal. Figure 2 shows us one of the possible re-

sults. For the particular combination of phase and amplitude shown there, the



impulses arising at the right ear will lead the corresponding impulses from
the left ear by 97 pusec. Before the signal was added, the impulses were
arising more or less simultanecusly. As a consequence of adding the signal,
the image will move from the median plane, and the noise-plus-signal image
will appear 97 psec to the right. The next signal, involving a new combina-
tion of amplitude and phase, may yield a noise-plus-signal image which moves
farther to the right or to the left, or which moves so little from the median
plane as to fail to escape from the "noise" and so go undetected.

Recalling that the localizatiocn mechanism is distributed in the
frequency-pitch domain as well as in the time, we will expect the image to
acquire pitch when it moves from the median plane. Anything that makes the
500-cps region conspicuous, different in activity from other frequency regions,
will arouse the pitch associated with 500 cps. We will detect the signal
because of the movement from the median plane that it produces, but we will
hear it as a 500-cps "pitchiness."

Recently, Hafter, Bourbon, Blocker, and Tucker (1964) have reported
a study in which the subjects positioned a slider, similar to that used by
Watson, et al (1964), to indicate where in the head they heard the signal.

The ends of the left-right travel of the slider represented the ears, and the
center, the middle of the head. When a very weak signal was employed, the
responses were bunched toward the center, but with a stronger signal they were
more spread out. For very strong signals, the responses were bunched near the
ears. This is exactly as predicted from our theory. Any given signal is
equally likely to be to the left or to the right, and the amount of movement
will be a function of the momentary interaural phase difference, and hence

of the length of the signal vector.
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Iv. TSD AND BINAURAL DETECTION

A. ROC Curves
In the same way that the ROC curves for human observers were used in
Chapter 13 to infer something about the underlying distribution functions for

noise and for noise plus signal, so they may be used here for binaural detection.

Watson, Rilling, and Bourbon (1964) repeated the rating-scale experiment described

in Chapter 13, this time for the NO Sxr, antiphasic stimulus condition. The re-
sulting ROC curves were very different from those they had obtained earlier with
the same subJjects, but under the diotic condition. Just as the earlier curves
were different from curves derived from overlapping normal distributions, and
suggested instead the Rayleigh function for amplitude, so our present curves are
different from either, and suggest still different distribution functions for
noise and plus signal. This should not surprise us, since we believe that our
present stimuli are interaural time differences; our "noise" is neural "noise"
énd our "signal" is the interaural time difference which results when we add a
tonal signal to the acoustic-noise stimulus. To distinguish which noise and
which signal is being discussed, let us continue to employ quotation marks when
we refer to the neural "noise" or "signal" and omit them when we are referring
to the physical stimuli.

B. Distribution Function for "Noise"”

We have pictured the "noise"” with which we are concerned as a random
fluctuation around the median plane, caused by irregularities in the arrival
times of corresponding impulses from the two ears. The distribution of these
time differences should be symmetrical around zero. We should also expect it
to be normal, since the differences are essentially "errors" and are due to a
multiplicity of causes. The subject's responses should therefore be some sort

of transform (power function?) of half of a normal distribution, since he is
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responding to the magnitude of the interaural time difference, not to its sign.
Let us take half of a normal distribution then as representing the "noise.”

C. Distribution Function for "Signal"

The "signal" for binaural detection results (as in Fig. 2) from the
phase difference between the vector sum of noise plus signal at one ear and
that at the other. To determine how the corresponding time differences are
distributed, let us use the construction of Fig. 2 with the data from the exper-
iment of Watson, Rilling, and Bourbon. Their signal had a level of 54 dB; their
noise had a spectral level of 50 dB. In Fig. 2 we assumed a critical bandwidth
of 50 cps, but recent work by Langford and Jeffress (1964) indicates that 100 cps
would be a better estimate of the bandwidth associated with binaural detection
at 500 cps. Let us use that value. The effective level of the noise will then
be 50 + 10 log 100 = 70 dB. If we take the rms voltage of the effective band
of noise corresponding to this as unity, the rms signal voltage will be 0.158
units (20 log 8 = 54 - 70 = - 16 dB). We will use 0.158 as the length of our
signal vector. If the rms noise voltage, 7, 1s taken as unity, we can determine
from the Rayleigh distribution a series of equally probable values of the noise
amplitude to use as our noise vectors (see Chapter 13).

By taking ten mid-decile values of the noise amplitude and twelve egui-
probable phase angles (every 15°), we obtain 120 equally probable values of the
interaural phase angle and 120 corresponding time differences. Figure 3 is a
histogram of these time differences. The shape of the distribution is character-
istic, and appeared when other values were chosen for the signal amplitude. The
"hump" in the tail of the distribution is due to the frequently-occurring large
interaural time differences which result when the noise amplitude is small, and

the signal, therefore, relatively large.
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D. Distribution for "Signal" plus "Noise"

The subject's decision is based upon the difference in magnitude
between the "noise' and the "signal-plus-noise." We need therefore to know
the nature of the SN distribution. Adding "noise" to the "signal" means adding
(or subtracting) a small, normally distributed, time difference to the generally
larger, oddly distributed, time difference that is the "signal." The effect of
this addition will be to make the variance of the SN distribution slightly greater
than that of the S distribution, and to make it a little more nearly normal. If
we disregard the, probably slight, change of shape, we can obtain the SN distri-
bution from the S distribution by simply a change of scale.

E. ROC Curve for NO Sm

Figure 4 presents the data for one of the subjects of the study by
Watson, Rilling, and Bourbon, and a curve derived from the distribution for S
(§§) of Fig. 3, and half of a normal distribution for N. The ratio of standard
deviations for the two distributions was chosen to yield a pcint on the negative
disgonal that was in agreement with the experimental data at that point. The
remaining points on the theoretical curve were obtained from the areas under
the two distributions. The computed value of the standard deviation for the
S (8N) distribution was 167 psec, and the standard deviation of the N distribu-
tion required to yield the desired point proved to be 51 usec.

An attempt was made to fit the data of Fig. 4 by employing half of
a normal distribution for SN and chosing the ratio of standard deviations in
the same way as before. The result was the dashed curve of Fig. 4. It will
be seen that while the fit is about as good as that for the solid curve in the
region to the right of the negative diagonal, the fit to the left (high criterion
region) is poor. The normal distribution yields the prediction of too few false

alarms for a given detection level.
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Data for the other two subjects of the experiment were not fitted

so well by the theoretical curve as the data shown. The other two subjects
exhibited, in the high criterion region, higher false alarms rates for similar
detection levels. Attempts to fit their data by a different adjustment of the
ratio of standard deviations did not improve matters greatly, nor did assuming

a different value for the effective level of the signal. A good fit could be

.obtained only by assuming that the subjects' "noise"” distribution was somewhat

platykurtic (Pearson's B, ca 3.6). No theoretical basis for such a distribution
is immediately apparent.

V. OTHER BINAURAL STIMULUS CONDITIONS

A. Binaural Noise, Monaural Signal

The case where the noise is binaural and in phase at the ears and the
signal is monaural (NO Sm) is an interesting one. Hirsh (1948), in his pioneer-
ing study of binaural phenomena, investigated this case and found that it pro-
vided some release from masking compared with the homophasic conditions. The
poorer detection in the homophasic cases he referred to as instances of "binaural
inhibition." Later work, growing out of his, has shown that the two homophasic
conditions are no worse than the monotic (see e.g., Jeffress, et al 1956) and
that if we use the monotic condition as the base from which to determine masking
level differences, the differences are positive (or zero). A possible exception
occurs when the noise for the two ears comes from independent sources. ﬁhitmore
(1964) and Mulligan (1964) have both found small negative MLDs for the Nu Sm
condition as compared to the Nm Sm. Miller (1964), on the other hand, has found
either no difference or a slight positive one. In either case the difference
is small, usually less than 1 dB, much smaller than the difference between NO Sm
and Nm Sm.

Figure 1 can be used to illustrate the NO Sm condition if we take the

noise vector as representing the noise stimulus to both ears. The signal
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vector is monaural, and the resultant phase angle, §, is both the phase angle
between the resultant and the original noise, and between the resultant at one
ear and the noise at the other. It is therefore the interaural phase angle,
and is the basis for the binaural improvement in detection that occurs under
this stimulus condition.

The size of the interaural angle is independent of the length of the
noise vector at the "off" (non-signal) ear so long as this noise is co-linear
with the other noise vector. On this basis we should therefore predict that
the MLDs obtained in the NO Sm condition would be independent of the noise level
at the "off" ear, so long as there was some noise. That this prediction is not
true is due to the presence of the neural "noise." Blodgett, Jeffress, and
Whitworth (1962) varied the level of the noise in the "off" ear from a value
equal to that in the ear receiving the signal down to zero voltage. They found
a progressive reduction in the corresponding MLDs. When the noise in the "off"
ear was more than 10 dB below that in the ear receiving the signal, the MLDs
were zero. Recently, Egan (1964), using a more sensitive psychophysical method,
has found a measurable MLD even with noise 40 dB below that in the ear receiving
the signal. Under these conditions, Egan's subjects described the noise as being
"monaural"™ but nevertheless gave MLDs indicative of some binaural detection.

The angle between the noise vector at one ear and the noise-plus-signal
vector at the other is equally often positive and negative. The subject there-
fore has no way of knowing which ear is receiving the signal unless he detects
it monaurally, which he will not often do with the weak signals employable in
this stimulus condition (NO Sm). Egan and Benson (1964) tested this prediction
by presenting the signal randomly to one ear, or the other ear, and asking the
subject to indicate which ear received the signal. The subjects' performances

on the left-right part of this task was near the chance level while they were
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still able to yield substantial detection scores. It was only when they made
the signal large enough to yield good monaural detection scores, that they
obtained reliable left-right information from their subjects.

B. Effect of Noise Correlation

Licklider (1948) showed that reducing the interaural correlation for
the masking noise reduces the MLDs associated with reversing the phase of the
signal. We may denote this stimulus condition as N+ Sx, where the plus sign
indicates that the noise at the two ears is positively correlated but with a
correlation less than unity. Licklider achieved this reduction of correlation
by adding noise from two additional noise generators, one for each ear. Part
of the noise received by his subjects was therefore NO (the common part,
perfectly correlated) and part was Nu. Licklider showed that the correlation
coefficient is given by the ratio of the power in the correlated part to the
total power, provided that the spectra of the three noises are the same, and
that matching levels are used at the two ears.

Where Licklider had used speech as his signal, Jeffress, Blodgett,
and Deatherage (1953) used a 500 cps tone. They found & reduction in the
MLDs as the correlation was reduced from +1.0 to 0.0. ILater, Robinson and
Jeffress (1963) repeated and extended the work of Jeffress et al using a two-
interval forced-choice procedure with a tonal signal. Both groups found a
rapid reduction in MLDs as the correlation was reduced slightly, with a slower
rate of reduction for further reductions of the correlation.

Jeffress, Blodgett, and Deatherage (1952) reduced the correlation
for the noise by a different method;lby adding a time delay to the noise
channel for one ear, and thus reducing the autocorrelation. Their find-
ings suggested that the MLD drops more rapidly when the correlation
is reduced by a time delay than when it is reduced by adding uncorrelated

noise. The autocorrelation for a rectangular band of noise is given
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by

_ 58in mWT
p = = cos 2nfT

where H.is the bandwidth, f is the center frequency and T is the time delay
in one channel. Jeffress et al assumed a bandwidth of 50 cps in their
computation of the correlations. Langford and Jeffress (1964) repeated and
extended the work, carrying the time delays to 9 msec, and again basing the
calculations on a bandwidth of 50 cps, found the same rapid drop in MLDs as
the correlation was reduced from 1.0. In a later unpublished experiment,
Langford and Jeffress found that a narrow band of noise (50 cps) yielded much
Jarger MLDs for the NO Sx stimulus condition than those associated with a
wide band of noise, where for the diotic condition (NO SO) detection was the
same with the narrow-band masker and the wide-band. They inferred from this
that the band of noise involved in binaural detection is wider than that for
monaural or diotic detection, arguing that since narrowing the band to 50 cps
did not appreciably improve detection in the diotic case but made about a
10 4B improvement in binaural detection (NO Sx), the bandwidth involved in
binaural detection must be considerably wider than 50 cps. When they employed
100 cps in their calculations of the autocorrelation function, the MLDs plotted
against correlaticn fitted a similar plot of the data from the experiment by
Robinson and Jeffress almost perfectly.l

The finding, that the bandwidth involved in binaural detection is differ-
ent from that for monaural should not surprise us; the types of auditory-nerve fiber
involved are different. Monaural detection appears to utilize cells that fire
at a rate determined by the amplitude of the stimulus, while in binaural detection,

the firing rate (or interspike interval) is determined by the frequency, and
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largely independent of amplitude. The bandwidth for monaural detection may
depend on a combination of mechanicsl filtering and neural "funneling" (see
Chapter 13), while for binaural detection, the bandwidth may conceivably be
determined solely by the mechanical action of the cochlea.

C. Vector Description of Correlation

Let us examine the stimuli in two cases, one where the correlation
is reduced by adding a one-period time delay to the noise for one ear, and
the other by adding random noise from two additional noise generators.

Figure 5 shows the noise vectors which could result from a high positive

(ca 0.8) correlation for the two cases. The upper figure shows the case where
a one-pericd time delay has been introcduced. The noise vectors make a slight
angle with one another due to the possible phase shift in the noise from one
cycle to the next. The slight difference in the length of the vectors reflects
the possible change in amplitude that can occur during cne period.

The lower figure shows the case where the reduction of correlation
has been brought about by adding random noise. Here there is a common vector
representing the common, correlated part of the noise. To this for one ear has
been added another noise vector, representing noise from a second generator.
The noise for that ear is the resultant of the two noises. For the other ear,
the noise is the vector sum of the common part and a new, uncorrelated part.
This yields a second resultant which is the noise for the second ear. The two
resultants can thus differ in phase and in amplitude. In both figures, the
amount of difference in phase and in amplitude between the noise vectors for
the two ears, depends upon how much the correlation has been reduced from
unity, and for the high correlation shown, the two figures are necessarily very
similar. The similarity of the noise vectors appears to justify the prediction

of a similarity in masking---a prediction borne out by the finding of Langford



Fig. 5. Vector diagrams for NO Sy where the ncise correlation is
reduced: (a) by adding a time delay in one channel, (b) by adding
independent noise.
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The subject's experience in the two stimulus conditions represented
by the drawings of Fig. 5 are very different. When the correlation is reduced
by adding a one-periocd time delay to the channel for one ear, the subject hears
the noise as bunched at the undelayed ear, as described earlier in the present
chapter. In the second case, he hears the sound as being in the median plane
with a small spreading-out due to the uncorrelated part of the noise. In both
cases, however, the detection of a signal is due to the additional interaural
time difference resulting from adding the signal to the band of noise centered
in the head. The presence of a mass of additional noise at the side of the head,
in the time-delayed case, apparently has little or no effect upon the detection
of the signal.

In the discussion earlier (Section III D), we postulated the existence

of neural "noise"

which would cause some spreading out of the diotic acoustical
noise from the exact center of the head. Reducing the correlation for the noise
will have the effect of increasing this spreading, so increasing the effective-
ness of the "noise" as a masker. It is this spreading, then, which is responsible
for the reduction of MLDs under the N+ Sy stimulus condition as the correlation

is reduced from unity.

D. MLDs for High-Frequency Signals

Hirsh (1948) found masking level differences of the order of 3 dB at
2000 cps and 5000 cps. Similar MLDs were found in later work by Hirsh and
Burgeat (1958), Webster (1951), and Durlach (1963), all at frequencies higher
than 1500 cps. ©Since the hypothesis discussed in the present chapter is based
on neural "following," and since such following apparently does not take place
at frequencies much above 1500 cps (see e.g., Licklider and Webster 1950), the
hypothesis is not adequate to explain the high-frequency MLDs.

Durlach (196k) proposes an extension of the hypothesis of the present

ter Lo account for the MLDs that cannot be explained in terms ofsinteraural
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phase (time) differences. If we lock again at Fig. 2, we see that adding an
antiphasic signal to a diotic noise not only creates a phase difference between
the ears (which we must assume is useless at high frequencies) but also creates
a difference of amplitude. The SN vector for the right ear is longer than that
for the left. Such an interaural difference of amplitude will occur each time
the signal is added antiphasically, except for the times when the signal is in
quadrature with the noise at the moment of addition. Durlach proposes that
the central nervous system can detect a difference of level at the ears and
that it is this detection added to the monaural detection of amplitude changes

that is responsible for the MIDs obtained in the antiphasic case.
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FOOTNOTE

lThe idea that the band employed in antiphasic detection is wider than the band
used in monaural (or diotic) detection receives further support from signal-
duration studies. Shortening a tonal signal to 10 msec degrades detection in
the monaural or monotic case by about 2 dB more than it would simply on the
basis of E/NO (Green 1965, Blodgett, Jeffress and Taylor 1958). No such degra-
dation is found at 10 msec for the NO Sy condition. The loss in the first case
is usually explained as being due to the spreading of signal energy outside of
the filter band. The absence of loss in the NO Sy case suggests a wider filter.
Still further support for the hypothesis is found in a study by Bourbon and
Jeffress (1965) in a band-narrowing experiment continuing the experiment by
Langford and Jeffress mentioned above. They found that any narrowing of the
bandwidth of the masking noise that produces even a slight improvement in mon-
aural or diotic detection, produces a spectacular improvement in detection under

the NO S condition.
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